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O Motivation

O Categorization of XAl methods
O Briefly about a few XAl methods (SHAP, ALEPIots, Counterfactual explanations)
O Navigating in the XAl jungle






Explainable Al (XAl) — the research field

Figure 2. Number of scientific publications per year on Explainable Artificial Intelligence (XAl).

25.000

Understanding what black box
models do

Develop models which are directly
interpretable
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Ultimate goal: Making decisions
based on such models more
transparent, understandable, and
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interpretable for humans.

Year

Figure extracted fromm Management solutions rapport:
“Explainable arfificial intelligence (XAl) — Challenges of model interpretability” (2023)



Motivating example: Understanding
image classification

CNN used to classify
iImages containing husky
and wolf

Predicted: wolf Predicted: husky
Explainability question e EiG: Ry
What parts of the image
were most crucial for
each classification?

Predicted: woli Predicted: husky
True: husky True: husky

Predicted: woll
True: woll

Predicted: wolf
True: woll




A bank built a ML-model to predict loan default
based on tfransaction history and other customer info

The system grants a loan if the model predicts a
probability of default < 0.1, otherwise declined

Explainability questions
O Overdll

O Which tfraining observations were most crucial in the model
fraininge

O How does the probability of default change with income?
O For a specific declined application

O How did the inclusion of age in the model affect the
probability of defaulte

O What feature values need to be changed for the
application to be accepted?

s software-based
machane leaning system




Safety and trust among developers,
responsible parties, and users

Empower the user to challenge an
automatic decision

Ensure responsible use of data/model
(privacy and discrimination)

Legislation: Al ACTe, GDPR?
administrative law (forvaltningsloven)?

Help developers improve the model/Al
system by detecting errors/unwanted
behavior




Complicated models hard to understand
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Simple linear regression model with normally distributed features x, and x:

y=a+by Xy +byx,

Explanation STAT101: y increases by b, when x, increases by 1, and analogously for x,

O This is an explanation of the mathematical model

O Not a useful explanation when the features are dependent

Practial explanation when corr(x;.x,) = 1 E[x;]= E[X,] :
y increases by b,+b, when x, increases by 1 (since then x, also increase by 1).

More complicated when the dependence is
with and a
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Black box
model

Also under the XAl-umbrella:
O Intrinsically interpretable models

O Global surrogate models



O Data/model type to be explained

O Model agnostic/model specific
O Local/global
O Presentation format



Different data types require different
explanation methodology

female
2 female
female

male

airplane
automobile
bird

cat

deer

dog

frog

horse

ship

Large language models



Model agnostic/ model specific
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(a) Model-agnostic
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(b) Model-specific




Local vs global explanation

Globadl
‘ Interpretation

Local
Interpretation




Partial
dependence

plots



Presentation format

Shapley
values
(SHAP)

Feature importance

feature6

Perm Utatlon % : : : : : : featured
feature ) featurel8
importance ' | | : : feature3

featurel2

featurell

i i featurel6
60 80

F score feature25

Sum of 17 other features

SHAP value




Presentation format

Shapley
Va.l ues '3-- ;j.'_ = chlorides
(S HA P) & = sulphates

: = density

0.47 = volatile acidity
3.17 = pH

108 = alcohol

2.1 = residual sugar

27 = free sulfur dioxide

108 = fixed acidity

2 other features




Presentation format

FEATURE EFFECT PLOT

ICE

Partl al -20 -18 ~16 ~14 -12 -10 -8 -6 0.4 0.5 0.6 0.7
dependence Feature A Feature B
plots




Presentation format

EXAMPLES

Observations to explain

Features
Sex Salary Def. Iastyea f(x) Decision

Counterfactual
explanations

Final counterfactual explanations

 Explain ID| Age Sex Decision Salary Def.lastyear
1 30 F 1 $ 6000 no
2 25 M 1 $ 4800 no
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- SHAP
- ALEPIlots

 Counterfactual
explanations







O Concept from (cooperative) game theory in the 1950s

O Used to distribute the total payoff to the players

O Explicit formula for the “fair” payment to every player j:

b= ) (v(5 U G} - ()

SEM\ {j}

v(5) Is the payoff with only players in subset

O Several mathematical optimality properties

Y
M




SHAP

Shapley values for prediction
explanation (SHAP)

Approach popularised by Lundberg & Lee (2017)
Players = features ( )
Payoff = prediction (f(+))

Contribution function:
x —
Properties S 7 xS
¢o + 2%1 ¢;j = f(x") $o = E[f(x)]
fx) 1l x; x;, xj sSame contribution
implies ¢; =0 implies ¢; = ¢;

Interpretation of ¢;: The prediction change caused by observing the
value of x; — averaged over whether the ofher features were observed or
noft



1. Scalability: The computational complexity in the Shapley formula is of size 24
ISt (M| -S| -1

} ‘ ) .
ScM\ {j}

2. Estimating the contribution function

v(S) = E[f(X)|xs = x5] = | f(x5,x0)
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Currently the most used XAl method
It is crucial to acknowledge feature dependence

© The method for estimating v(S) proposed by Lundberg & Lee (2017) ignores feature dependence by replacing
p(xs|xs = x5) with p(xs)

v(S) = E[f (0)|xs = x5] = [ f (x5, x5)

O The feature dependence issue can be fixed by estimating »(x:|xs = x:) properly, but at higher comp. cost
TreeSHAP

O A fast model-specific way to compute SHAP values for free models, utilizing their structure

O Directly available in XGBoost, LightGBM, CatBoost

O Not good at accounting for the feature dependence

Software
O Python: SHAP Python library (ignores feature dependence)

O R:shapr (with python wrapper shaprpy) allows account for the feature dependence









ALEPIlots

Partial Dependence Plots (PDP)

marginal

PDP of a feature shows the marginal effect the feature has on
the predicted outcome of the model.

PD plot at x;
averages f (x4, X,)
over the marginal

fl.PD(-’fl)E[E[f(xlqXg)]2/p_-.r(..rg)f(.xfl.x_a“)d.xz

' . distribution of X,
In practice:

Divide X, into n segments.
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For each segment, calculate
avg model prediction over
the marginal distribution of

Problem

1.5

Model
prediction
20

Predicted y
o

=
©

Feature dependence is ignored,
sensitive to bad extrapolation

o
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ALEPIlots

Accummulated Local Effect Plots
(ALEPlots)

N1(2) (n@3) N1(4)

The ALEPlot function for a given feature is the predicted
response as d function of X, when all other features are
averaged out.

Fixes the dependence/extrapolation issue by accumulating local
differences f( ,x7) — f( ,X7)

In practice:
Divide X, into n segments.

For each segment, calculate avg
local effect f( ,x3) — f( ,X7)

Take cumsum from N1(1) to N1{i).




O Second-order ALEPlots can show the interaction effects of two features

O Higher-order effects possible but hard to visualize

O Preferrable over methods like PDP which can give incorrect interpretations in
the presence of feature dependence

O Must be interpreted locally

O Software
O Python: Alibi
O R: ALEPlot

32
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2 motngage leakiny
. Peter has featfures x*, and got

g . software-based
his loan application rejected as the , Bl e
model predicted 20% chance of
default
: What can

Peter do to receive a loan?




Counterfactual explanations

The idea behind counterfactiual
explanations (CE)

Counterfactual Examples

Provide example(s) of
(minimal) changes in
features which

Desired class:

Original class:
opplicat o Loan approved

Loan rejected

application




Counterfactual explanations

CE criteria

Decision boundary

On-manifold
Actionable
\Yelile

Low cost

e e =
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A very user-friendly way to explain changes

Also called algorithmic recourse
The CE examples can be good or bad, but since they are just examples, they cannot be wrong
Lots of CE methods — 3 classes

O Optimization based

O Heuristic based
O Instance/model based

Software
O Python: CARLA (collection of CE methods + benchmarking)
O R: counterfactuals (small collection of methods + benchmarking), mcceR (with Python wrapper mcceRpy)









Which method should | use?

eXplego

Regnesentral
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An XAl-method selection tool by

e

BigInsight

Interactive decision tree, helping
developers choose explanation

method

www.explego.nr.no

Do you want to explore one
ime or -
joint efforts/interactions
among features?

Joint efforts
among features

EXAMPLE CASES: IGNORE DATA DISTRIBUTION

1. You want to dig into the exact mathematical formula the
model uses.

2. The data used to fit (and predict with) the model comes
from a controlled experiment, where you can control all
features as you like.

3. Your data distribution is unstable because of downstream
changes to collection, recording, definitions, etc.

explanation?

Obey data Ignore data
distribution distribution

Conditional Shapley values
Short method description: Uses Shapley values Marginal Shapley values
from game theory to decompose the prediction
outcome onto the different features. Uses
conditional expectation to measure feature

Short method description: Uses Shapley values
from game theory to decompose the prediction

One feature ata
time

PredDiff (first order)

Short method description: Measure the change
in prediction by observing the changes when
removing each of the features.

Interpretation: The (first order) PredDiff value
says how the prediction changes by observing this
feature, provided all other features are observed.

Software: PredDif hon, not recent dated)

Original paper: Robnik-Sikonja & Kononeko
(2008)

Other resources: Recent clarification paper (with
extensions) of Blicher et al.

Nice to know:

« s significantly faster to compute than
Shapley values.

+ Higher order PredDiff includes "interaction"
in the sense of observing several features.
Including all interaction terms makes the
method equivalent to Shapley values. May
therefore be seen as a light weight
approximation to Shapley vaues.



https://explego.nr.no/

For image data, explainability is most relevant for tasks like image
classification and object detection/localization

Can use model-agnostic methods, but it is often wise to utilize the
data structure and the fact that the models are essentially always
neural networks

The most common explanation type is pixel attribution

(Saliency maps) Grad-CAM for “Cat"
O Visualize which parts of the image that was T |/
most important for certain classification ) A

Review paper: Gupta et al (2023), Explainable
Methods for Image-Based Deep Learning: A Review




A big question for text models is what do we want to explain?

O Some explainability questions can be answered by general XAl methods:

O Text/document classification: What part of the text was most important for a
classification

O Which of the previous words are most relevant when predicting the next onee¢
O What data sources was used by a chatbot to answer a questione

O For LLMs with external databases (RAG = Retrieval Augmented Generation), we
can see what external datasources was used to answer a question

O What parts of GPT-promt was most important when generating a responsee¢

O Attention mechanism weights from the transformer models can be used to highlight
this

O Review paper: Zaho et al. (2023) Explainability for Large
Language Models: A Survey




Martin Jullum

ullum@nr.no
martinjullum.com

TAKE HOME POINTS =
=NIR &

XAl is fast-growing research field

There is a jungle of XAl methods Interpretable
Many XAl methods complement each other Machine Learning
it is important to pick the right method for the XAl question you want to A Guide for Making
answer Black Box Models Explainable
You should understand roughly what the XAl methods do in order not to -

7,

interpret its output incorrectly e
(ANt

Beware of pitfalls of ignored feature dependence, extrapolation issues,

too rough approximations gam

Recommended reading: Molnar (2023), Interpretable Machine
learning (free e-book)

Christoph Molnar
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