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Example: Bank creates mortgage robot
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Individual prediction explanation

► NOT a general explanation of the black-box model

► 𝒙∗: Transaction history/covariates for 

Explanation for 𝑓 𝒙∗ = 70%  

► Which covariates “contributed the most” to 

increase/decrease the prediction 

to exactly 𝑓(𝒙∗)= 70%?
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Why is this important?

► Customers have a “right to an explanation”

► Also builds trust to the “robot”
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Prediction explanation in general

► Assume we have trained a statistical or machine learning 

model to describe a response variable Y based on a set of 

covariates 𝒙 = (𝑥1, … , 𝑥𝑝), 𝑖. 𝑒:

𝑌 ≈ 𝑓(𝒙)

► 𝑓 applied to predict 𝑌 for a new set of covariates 𝒙 = 𝒙∗

► Want explain the prediction by translating 𝑓(𝒙∗) to scores 

𝜙1, … , 𝜙𝑝 representing the contribution of the covariates 𝒙∗
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Shapley values

► Concept from (cooperative) game theory in the 1950s

► Used to distribute the total payoff to the players

► Explicit formula for the “fair” payment to every player 𝑗:

𝜙𝑗 = ෍

𝑆⊆𝑀\ 𝑗

𝑤 𝑆 𝑣 𝑆 ∪ {𝑗} − 𝑣 𝑆 , 𝑤(𝑆) =
𝑆 ! 𝑀 − 𝑆 − 1 !

𝑀 !

where 𝑣 𝑆 is the payoff with only players in 𝑆

► Several mathematical optimality properties



Shapley values for prediction explanation

► Players = covariates (𝑥1, … , 𝑥𝑝)

► Payoff = prediction (𝑓(𝒙∗))

► Contribution function:  𝑣 𝑆 = 𝐸 𝑓 𝒙 𝒙𝑆 = 𝒙𝑆
∗

► Properties

𝑓 𝒙∗ = σ𝑗=0
𝑝

𝜙𝑗 𝜙0 = 𝐸[𝑓 𝒙 ]

𝑓 indep. of 𝑥𝑗 ⇒ 𝜙𝑗 = 0,         𝑥𝑖 , 𝑥𝑗 same contribution ⇒ 𝜙𝑖 = 𝜙𝑗

► Mathematically proven to be the only framework satisfying all 

of a series of such natural properties 

► Rough interpretation of 𝜙𝑗: How does the prediction 

change when you don’t know the value of 𝑥𝑗



Linear models 𝑓 𝒙 = 𝛽0 + σ𝑗=1𝛽𝑗𝑥𝑗

► Linear model with independent covariates:

𝜙𝑗 = 𝛽𝑗 𝑥𝑗
∗ − 𝐸 𝑥𝑗 , 𝜙0 = 𝛽0 + σ𝑗 𝛽𝑗𝐸[𝑥𝑗]

► Explanation not simple with dependent covariates!

▪ Example

◦ 𝑥1 = height (cm)

◦ 𝑥2 = weight (kg)

◦ Y = PB in high jump (cm) 

▪ Model 1: 𝑌 = 100 + 2𝑥1 − 2𝑥2
▪ Model 2: 𝑌 = 100 − 2𝑥1 + 2𝑥2

► Shapley values gives 𝜙1 ≈ 𝜙2 in such a setting
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Shapley values for prediction explanation

► 2 main challenges

1. The computational complexity in the Shapley formula

𝜙𝑗 = ෍

𝑆⊆𝑀\ 𝑗

𝑤 𝑆 𝑣 𝑆 ∪ {𝑗} − 𝑣 𝑆

◦ Partly solved by cleverly reducing the sum by subset 

sampling (Lundberg & Lee, 2017)

2.  Estimating 𝑣 𝑆 = 𝐸 𝑓 𝒙 𝒙𝑆 = 𝒙𝑆
∗ = ∫ 𝑓(𝒙 ҧ𝑆, 𝒙𝑆)𝑝 𝒙 ҧ𝑆|𝒙𝑆 = 𝒙𝑆

∗ d𝒙 ҧ𝑆

◦ Existing methods essentially assumes  

𝑣 𝑆 ≈ ∫ 𝑓(𝒙 ҧ𝑆, 𝒙𝑆)𝑝 𝒙 ҧ𝑆 d𝒙 ҧ𝑆, and uses Monte Carlo integration

◦ This assumes covariates are independent!



Our main contribution

► Working with continuous covariates

► Estimate 𝑝 𝒙 ҧ𝑆|𝒙𝑆 = 𝒙𝑆
∗ properly + Monte Carlo integration      

► 3 approaches

▪ Assume 𝑝(𝒙) Gaussian => analytical 𝑝 𝒙 ҧ𝑆|𝒙𝑆 = 𝒙𝑆
∗

▪ Assume Gaussian copula => transformation + analytical 

expression

▪ A empirical (conditional) approach where

training observations at 𝒙 ҧ𝑆
𝑘 are weighted 

by proximity of 𝒙𝑆
𝑘 to 𝒙𝑆

∗
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BIG improvements in simulation studies



Want to know more?

► Read our paper on arXiv

arxiv.org/abs/1903.10464

► Check out our R-package

github.com/NorskRegnesentral/shapr

► Talk to me!
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